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Thermodynamically reversible and irreversible 
control on morphology of multiphase systems 
Part 1 Rayleigh-Brillouin laser light scattering study on 
miscibilities and phase diagrams of rubber-modified epoxies 
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North Carolina 27512, USA 

Morphology and properties of polymer alloys can be controlled by thermodynamically rever- 
sible (structure frozen-in) or irreversible (structure locked-in) processes by simultaneously 
manipulating miscibility, mechanisms of phase separation, glass transitions, and cure kinetics 
of polymer systems. A new method of using Rayleigh-Brillouin laser light scattering experi- 
ments for constructing phase diagrams consisting of the binodal and spinodal curves has been 
developed. The Brillouin spectra can also be used to study cure kinetics of thermosetting 
materials. The miscibility of an epoxy/carboxyl-terminated butadiene acrylonitrile copolymer 
(CTBN) rubber system has been studied by this new method. It was found that this system 
has an upper consolute temperature. An increase in the acrylonitrile content of the CTBN 
rubber improves the miscibility and depresses the consolute temperature of this polymer 
system. The miscibility gap (the consolute temperature) can be shifted up and down by the 
presence of different curing agents. The morphology of this epoxy/CTBN system can be con- 
trolled by simultaneously manipulating the kinetic processes of phase separation and curing 
reactions. 

1. I n t r o d u c t i o n  
Multicomponent polymer systems such as polymer 
blends or polymer alloys have recently attracted con- 
siderable interest as a new and important challenge for 
researchers. The ultimate goal of using multicom- 
ponent polymer systems is to achieve commercially 
viable products through either unique properties or 
low cost. 

Polymer blends and polymer alloys are often used 
synonymously; however, thermodynamically speak- 
ing, there is a distinction between these two terms. 
Polymer alloys are conditionally miscible thermo- 
dynamically. This means that the components of 
the alloy are homogeneous (single phase) under at 
least one specific set of thermodynamic conditions. 
Alloys as such provide the opportunity to change 
morphology and properties through variations in 
thermal history. Polymer blends, however, do not 
form single-phase systems under any thermodynamic 
conditions. Their properties are largely dependent on 
mechanical dispersion and are usually tied to the 
arithmetic average of the values, at most, of the com- 
ponents. Polymer alloys can be synergistic polymer 
systems. As such, their properties can exceed a simple 
arithmetic averaging value (additive rule) of multi- 
component systems. 

Compatibilizers can either enhance the miscibility 
(single-phase thermodynamically) of polymer alloys 
or improve the compatibility (good dispersion) of 

polymer blends. By adding the proper compatibilizer, 
the miscibility zone of the polymer alloy can be 
expanded; in some cases, an immiscible polymer 
mixture (polymer blend) can become a conditionally 
miscible mixture thermodynamically of a polymer 
alloy. While compatibilizers rarely render polymer 
blends miscible, the compatibilizer will (1) reduce the 
interfacial energy between the phases (components), 
(2) permit a finer dispersion during mixing, (3) provide 
a measure of stability against gross segregation, and 
(4) result in improved interfacial adhesion [1]. 

Only polymer alloys can give superior properties far 
beyond the additive rule. For this reason, this research 
programme concentrates on polymer alloys instead of 
polymer blends. Enhancing the miscibility of polymer 
mixtures by compatibilizing agents is one of the most 
commercially attractive methods for making polymer 
alloys [1]. Graft or block copolymers (AB) can be used 
to enhance the miscibility of polymer mixtures A and 
B. Varying the molecular weight of each segment in 
the block copolymer provides a means to control the 
miscibility gap (phase-separation temperature) of the 
polymer system. This, in turn, is a method to control 
morphology and properties. The miscibility zone will 
be expanded when the molecular weights of the corre- 
sponding segments molecular weights in the block 
copolymer are increased to larger than those of the 
homopolymers. 

Mixing polymers having high molecular Weights 
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leads to a very small increase in entropy. Therefore, 
combinations of polymer pairs which give a decrease 
in enthalpy must be found in order to obtain miscible 
polymer systems. One can also achieve miscibility 
enhancement by other methods. Modifying the poly- 
mers to induce hydrogen bonding [2-4], donor- 
acceptor interactions [5, 6], dipole-dipole interactions 
[7, 8], anion-cation interactions [9, 10], and ion-dipole 
interactions [11, 12] between the two polymers are 
examples. 

There are several important factors in controlling 
the mechanical strength of materials. These are bond- 
ing energy, elastic energy, tearing energy and mor- 
phology. Proper control of morphological structure 
can drastically improve the mechanical strength of 
materials. This concept has been demonstrated 
previously [13]. The ideal mechanical strength of a 
material should be close to the modulus of the 
material. However, for most materials, particularly 
glasses, the mechanical strength is at least three orders 
of magnitude lower than the modulus. Hsich demon- 
strated that the mechanical strength of a glass could 
be increased more than two orders of magnitude by 
controlling the morphology of that glass. This was 
accomplished by eliminating stress concentrations, 
microvoids and surface flaws [13]. 

The purpose of adding elastomers to thermoset 
or thermoplastic matrices is to modify the fracture 
behaviour of these systems. It is believed that the 
elastomeric particles act as energy absorbers or crack 
stoppers in such systems [16-18]. The effectiveness in 
improving the fracture behaviour of rubber-modified 
systems depends on the ability to control the morphol- 
ogy in these systems. For example, particle sizes 
or domain structures of the rubber-rich phase and 
the degree of phase mixing between the two-phase 
boundary are primary factors for improving mech- 
anical strength and adhesion properties of multi- 
component systems. In order to manipulate the 
morphology, an understanding of the miscibility and 
phase separation in multicomponent systems must be 
obtained. 

In this report we will discuss the miscibility, and the 
thermodynamic and kinetic processes of phase separa- 
tion. The control of morphology by the kinetic pro- 
cesses of phase separation either via nucleation and 
growth (NG) or spinodal decomposition (SD) will 
also be discussed. A new method of constructing 
phase diagrams consisting of both binodal and 
spinodal curves via Raleigh-BriUouin laser light 
scattering will be introduced. Further, the concept of 
controlling morphology by simultaneously mani- 
pulating the kinetic processes of phase separation and 
curing reactions will be discussed. 

The applications for polymer alloys as engineering 
materials, adhesives, telecommunication and electronic 
materials, membranes, and damping materials are 
unlimited. In this research programme, we began 
with rubber-modified thermosets. Rubber-modified 
epoxies have been widely used as high-performance 
engineering materials, structural adhesives, elec- 
tronic packaging materials and information storage 
media. 

2. Background 
2.1. Miscibility and phase separation of 

multicomponent systems 
2. 1.1. Miscibility and phase diagrams 
Critical solution phenomena and miscibility in multi- 
component systems were discussed extensively by 
Prigogine and Defay [19]. Recently, Krause [20] and 
Kwei and Wang [21] also gave a review on polymer 
systems. Phase diagrams of multiphase polymers 
can be a system with (a) an upper critical solution 
temperature (UCST), (b) a lower critical solution tem- 
perature (LCST), (c) an LCST above a UCST, (d) a 
closed two-phase region, and (e) a bell-shaped two- 
phase region, as shown in Fig. 1. For a system con- 
taining a simple miscibility gap of high consolute 
temperature (UCST system), at a constant tempera- 
ture above the consolute temperature, Tc (sometimes 
called critical temperature), the Helmholz free energy, 
G, must curve upward everywhere. As the temperature 
drops below To, the Helmholz free energy at a given 
temperature, To, will vary with composition, c, as 
depicted by the top curve of Fig. 2. The points of 
common tangency to this curve ( fand g, Fig. 2) define 
the composition of two co-existing phases at To 
(binodal points). If the composition lies between the 
compositions a and b, the lowest free energy is a 
two-phase mixture with one phase having composition 
a and the other b. 

In addition, there are two inflexion points at which 
(~72G/~2c) vanishes, these two points occur at d and e 
and are called the spinodal points for the temperature 
To, lying somewhere between a and b. Between these 
two spinodal points, (~2G/~2c) is negative, and the 
mixture is said to be in an unstable state, because any 
infinitesimal composition fluctuations will cause a 
decrease in Lhe free energy and hence phase separa- 
tion. The metastable region exists between the spinodal 
and the binodal curve (phase boundary). If the single 
phase is cooled from above the phase boundary into 
this region, it would be metastable and would only 
decompose into the two phases if the second phase can 
nucleate. Any attempt by the system to separate into 
regions differing only slightly in composition will raise 
the system free energy. If, however, the single phase is 
brought within the unstable region (between points d 
and e) the system can continuously lower its free 
energy by continuous compositional change until it 
reaches a two-phase state at a and b. 

2. 1.2. Kinetics of phase separation and 
morphology 

The mechanism of phase separation in the two regions, 
metastable and unstable, are radically different. In the 
unstable region, the mixture is unstable to infinite- 
simal fluctuations. There is no thermodynamic barrier 
to phase transformation, and thus, separation should 
occur by a continuous and spontaneous process. 
Because the mixture is initially uniform in compo- 
sition, this spontaneous process must occur by a dif- 
fusional flux against the concentration gradient, 
that is, by uphill diffusion with a negative diffusion 
coefficient. There is no sharp interface boundary 
between the phases in the initial stage of this type of 
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phase separation. This process is called spinodal 
decomposition (SD). 

On the other hand, in the metastable region, because 
the mixture is stable to all infinitesimal composition 
fluctuations, a finite fluctuation is required for a phase 
transformation. The new phase starts from small 
nuclei which then proceed to grow and extend. The 
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Figure 1 (a) to (e) Phase diagrams of polymer systems. 

molecules that feed the new phase follow ordinary 
transport phenomena by downhill diffusion with a 
positive diffusion coefficient. This process is called 
nucleation and growth (NG). 

2.1.2.1. Nucleation and growth. The theory of phase 
transition ~ to 6 has been discussed by Turnbull [22]. 
In general, this transition does not occur homoge- 
neously. Rather, small domains of phase 6 first 
become distinct at various points separated by many 
molecular spacings. These domains then propagate at 
the expense of ~. Thus, the transformation c~ to 6 takes 
place only at the ~ and 6 interfaces. This mode of 
reaction is known as nucleation and growth, the birth 
of domains being called nucleation. However, if the 
compositions making up c~ and 6 are markedly dif- 
ferent (as happens in phase separation of multicom- 
ponent systems), the growth of 6 may be governed by 
the diffusion of its components in ~ rather than by 
processes at the c~-6 interface. The total rate of a phase 
change is determined by two constants: the rate of 
nucleation, J, of 6 domains and their rate of growth, 
u, after nucleation. 
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b and m are the parameters of the multiphase system. 
One should keep in mind that the morphology devel- 
oped by the mechanism of NG has a sharp boundary 
between interfaces. The morphology of the second 
phase is an isolated droplet structure during the initial 
stage of NG. 

In the metastable region, two basic stages of phase 
development may be distinguished. The first is the 
nucleation and growth stage during which concentra- 
tion fluctuations produce nuclei of the new phase 
which grow from the super-saturated matrix�9 The 
second stage is the coalescence process (Ostwald 
ripening stage). During this coarsening stage, the total 
surface of the dispersed phase is reduced�9 Fluctuation 
effects play a negligible part in this stage. In this stage, 
the average diameter, D, of the particles is seen to 
obey a kinetic law of the Lifshitz-Slyozov-Wagner 
asymptotic law [23-25]�9 The equation for the asymp- 
totic law can be expressed as 

D 3 - Do 3 = 7(t - to) (5) 

Figure 2 Phase diagram of binodal and spinodal curve. 

The impedance to the formation of a new phase is 
associated with the extra surface energy of small 
clusters that make their formation difficult�9 Such clus- 
ters, if small, are called germs and, if somewhat large 
and recognizable as precursors to the new phase, are 
called nuclei. The smaller cluster (germ) will, on 
average, completely dissociate after a time, because its 
standard free energy increases with the addition of 
molecules. However, a larger cluster (nucleus) will 
continue to grow, on average, and become a domain 
of the new phase, because its standard free energy is 
continuously decreased thereby�9 Thus, to become a 
nucleus, a cluster must acquire (by growing to a criti- 
cal size) a critical standard free energy, AG* (thermo- 
dynamic barrier), in excess of that of single molecules. 
The nucleation frequency, J, per unit volume is pro- 
portional to the following factors 

J oc N exp ( - A G * / k ~ T )  (1) 

where N is the number of single molecules of the new 
phase, kB is the Boltzmann constant, and T is the 
absolute temperature. 

The volume, v, of a 5 domain which grows at a 
constant linear rate is given by 

v = gu s ( t  - r) 3 (2) 

where g is a shape factor, t is the total transformation 
time, and r is the time since the beginning of trans- 
formation at which the 6 domain nucleated. 

Then the total transformed volume x can be 
expressed as follows: 

expl; v  q 
where the volume of the system is assumed to be 
unity for all x values. The kinetic data can often be 
described approximately by the equation 

x = 1 -- exp [ - b t  m] (4) 

where Do is the diameter of the particle corresponding 
to the time to from which Equation 5 starts to be 
obeyed, and 7 is the rate constant�9 

2.1.2.2. Spinodal decomposition�9 Spinodal decompo- 
sition is one of the few phase transformations in which 
the kinetic theory has been well studied [26-34]�9 The 
reason for this is that the entire decomposition process 
can be treated as a purely diffusional problem and, 
further, many of the characteristics of decomposition, 
especially morphology, can be described by an approxi- 
mate solution to the diffusion equation�9 Since Cahn 
[29] and Cahn and Charles [30] have demonstrated 
that glasses may undergo spinodal decomposition 
(SD), there has been widespread tendency to assume 
that the kinetic mechanisms for all those demixing 
processes which lead to textures displaying some 
degree of connectivity must be spinodal decompo- 
sition. This extreme view, however, cannot be justi- 
fied, as other mechanisms, for example (as has been 
suggested by Haller [35]), nucleation and growth 
followed by coalescence, may also lead to similar 
formations�9 Conclusions reached from a mere inspec- 
tion of an electron micrograph are certainly insufficient 
and may be grossly misleading. Only a detailed analy- 
sis of thermodynamics in the miscibility gap (or phase 
diagram) and the initial kinetic process can show 
whether, in a given case, we are indeed dealing with 
spinodal decomposition. 

According to the theory of spinodal decomposition 
[26, 29], in an inhomogeneous solution the com- 
position everywhere differs only slightly from the 
average composition. The free energy is given by 

G = f [g(c) + ~c(Ac) z] dV (6) 

Here g(c) is the free energy density of the homoge- 
neous material having composition c, ~c(Ac) 2 is the 
additional free energy density if the material is in a 
gradient in composition, and ~c is the gradient energy 
coefficient and is positive. If  g(c) is expanded about 
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the average composition, co, then 

g(c) = g(Co) + (c - Co)(~g/Oc) 

+ 1/2 (c - Co) 2 (~2g/~2c) + . . .  (7) 

The free energy difference between the initially 
homogeneous solution and the inhomogeneous solu- 
tion is given as 

AG = f[1/2 ( ~ 2 g / ~ 2 C ) ( C  - -  Co)2 -t- K(Ac) 2] dV (8) 

The diffusion equation which takes into account the 
gradient energy terms encountered in spinodal decom- 
position can be written as [29] 

~c/Ot = M [ (O2g /O2c)V2c  - 2tcV4c] -b nonlinear terms 

(9) 

where M is the molecular mobility. For the initial 
stages of  spinodal decomposition it is valid to ignore 
the nonlinear terms. Then the local concentration (or 
composition) c(r, t) of the solution at time t at a point 
in space defined by the position vector r may be 
analysed in terms of its Fourier components by the 
expression: 

c(r, t) -- Co = ~ exp [R(fl)t] [A(fl) cos (~.  r) 

+ B(fl)  sin (p" r)] (10) 

The summation s is over all wave vector ft. A and B 
are to be evaluated at t = 0 by Fourier analysing the 
fluctuations in the initial solution. The amplification 
factor R(fl)  is given by 

R(fi)  = - M ( ~ 2 g / c 9 2 c ) f i  2 - 2 M t c f l  4 (11) 

The solution of Equations 10 and 11 tells us that any 
sinusoidal component present initially in the compo- 
sition profile of a specimen will grow or shrink expo- 
nentially according to whether R(fi), the amplification 
factor, is positive or negative. Outside the spinodal 
region, (632G/~2C) > 0; consequently R(fl)  is negative 
for all values of fl and any existing fluctuation will 
diminish with time. Therefore, the system should 
homogenize. For this reason, a continuous and spon- 
taneous process of concentration decomposition result- 
ing in the formation of a periodic or quasi-periodic 
texture can only occur in the unstable region where 
(O2Gfl?2c) is negative. 

In the spinodal region, the critical value wave 
number, tic, is given by the value 

fi~ = -1/2K (~2g/~2c) (12) 

fit corresponds exactly to a wavelength where all the 
contributions to the free energy cancel each other out, 
and forms the boundary between positive and nega- 
tive R(fl). A wavelength with fl < fie will grow and 

]3 > tic will shrink. 
The interdiffusion coefficient D is defined by the 

expression 

D = M(~2g/02c) (13) 

Then Equation l 1 can be rewritten as 

R(fl)  = -D]32 (1 - ]32/fl2) (14) 

M is always positive, D is negative within the spinodal, 
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which corresponds to an uphill diffusion. From 
Equation 14 it is seen that the maximum of R(fi)  
occurs for a wavenumber flrn = tic/2 I/2. The spatial 
components of wavelength )om = 2n/flm is called the 
spinodal wavelength of the system. Because R(fl)  has 
a steep maximum and because it occurs in an exponen- 
tial in Equation 10, it is convenient to ignore the 
growth of all wavelengths but those near the fastest 
growing ones. This principle of selective amplification 
is a good first approximation. Then Equation 10 can 
be approximated as 

c(r, t) - Co ~ A(flm) exp [R(flm)t] cos (tim" r) (15) 

where 

R(flm) = - 1 / 2 f l ~  D (16) 

By setting R(flm) = I/t,  Equation 16 is but a variant 
of the well-known expression for the square of dif- 
fusion distance 

2 2 = 2(2n)2LDIt (17) 

Now the time constant for spinodal decomposition 
can be estimated by setting "~m = 10nm (size of 
domain structure) 

t ~ 10-13/ID I (18) 

Thus in fluid liquids with interdiffusion coefficient 
[D[ ,~ 10-6cm2sec-l, the time constant is less than 
microseconds. There would be no hope of cooling (or 
heating) a liquid fast enough to suppress the sinodal 
reaction even one degree below (or above) the spinodal. 
Because I D[ for a solid near the melting point is 
typically 10-9cm2sec -1, the time constant is still 
milliseconds. Only in solids in which the spinodal is 
well below the melting point is there any hope of 
finding a time scale long enough to suppress the reac- 
tion for studying it isothermally. However, one can 
easily study the mechanisms of spinodal decompo- 
sition in polymer systems by increasing molecular 
weights of the polymers or by introducing crosslinking 
reactions for reducing the interdiffusion coefficient. 

It should be mentioned here, that the unique mor- 
phology created by the initial stage of its spinodal 
decomposition consists of an interface between two 
coexisting phases which is diffuse and its thickness 
increases with decreasing AT (AT = I T -  Ts[) and 
becomes infinite at the spinodal temperature, T~. Ts is 
the temperature at the spinodal curve. The periodic 
domain structure, 2m, varies with the heat-treatment 
temperature, T, and is described by 

1/22 = q l V -  Tsl (19) 

where q is a constant depending on the system. 
In the second stage of the spinodal decomposition, 

the domain structure becomes large and the rate of 
growth of the composition fluctuation amplitude is 
slowed down. This period corresponds to a coarsening 
of the texture. This process is an Ostwald ripening 
process where differences in solute concentration due 
to various particle sizes set up concentration gradients 
which tend to resorb smaller particles and make the 
large ones grow at their expense. We have discussed 
this type of coarsening mechanism in the section of 
nucleation and growth. 



2.2. Rayleigh-Brillouin laser light scattering 
study on the miscibility of multiphase 
systems 

In the above discussions, it was mentioned that 
there are two different mechanisms (nucleation and 
growth, and spinodal decomposition) controlling 
phase separation. These two mechanisms will give 
different kinetic rates and different morphological 
structures. Therefore, understanding the miscibility of 
phase diagrams of polymer systems is of monumental 
importance for manipulating the morphology and 
properties of materials. In the following, we will intro- 
duce the concept of using Rayleigh-Brillouin laser 
light scattering for constructing the binodal and 
spinodal curves that make up the phase diagrams of 
multiphase systems. Rayleigh-Brillouin scattering has 
been used by Hsich et al. [36] for studying the phase 
separation of multiphase systems. Hsich [37] further 
discussed the utility of Rayleigh-Brillouin scattering 
experiments as an effective method for studying 
chemical relaxation, such as hydration reactions, dis- 
solution of solid state reactions, or cure reactions. 

From Einstein's classical theory of light scattering 
[38], the scattering intensity IT is proportional to the 
density fluctuation, and it can be expressed as 

IT(O) = lo(k~/32rc2R~) (1 + cos 2 0) <(Ae)2> (20) 

For a two-component system, according to the ther- 
modynamic fluctuation theory [39], ((Ae) 2 ) can be 
expressed as 

((AC)2> = ((~/~/(0e)2c ((A~))2> -]- ((~,~I(OT)~,e ((AT)2> 

+ (c0e/ac)~,r ( ( A c ) 2 )  (21)  

where 1o is the intensity of the incident beam, k0 is the 
wave vector associated with this beam, Ro is the dis- 
tance from the scattering volume, V, to the detector, 
0 is the angle between the incident and scattered wave. 
s, ~ and x are dielectric constant, density and con- 
centration, respectively. ((AS) 2), ((AQ) 2), and ((Ac) 2) 
are the mean square fluctuations of the dielectric con- 
stant, density and concentration, respectively. 

For most liquids, the second term in Equation 21 is 
small compared with the other terms. Therefore, 
according to Hsich et al. [36], Equation 21 can be 
expressed as 

((zxe) 2) = (e~/~e)L (kBr/V) {~c~(coB) 

+ [~Cs(0) - ~Cs(co.)] + [~c~(0) - ~c~(0)]} 

+ (Oe/Oc)2~,r (kBT)/(O2G/O2c)p,r (22) 

where kB is Boltzmann's constant, T is the absolute 
temperature, ~c s and ~c T are the adiabatic and iso- 
thermal compressibility, respectively, and G is the 
Gibbs free energy. In dispersion liquids, the dynamic 
compressibility ~c s (co~) will be different from the equi- 
librium value tCs (0). 

There are four terms in Equation 22. The first two 
terms are due to pressure fluctuations. The first term 
is proportional to tCs(C%) which propagates with an 
acoustic frequency, coB, and is the source of the 
Brillouin doublet. The second term is proportional to 
[lOs(0) - tCs (co~)] which will not propagate when the 

structural relaxation time of liquids is much larger 
than the inverse of the acoustic frequency, cob (such as 
near the glass transition or in the glassy state). This 
portion of the spectrum will be relaxed to the central 
Rayleigh component, and it is called the Mountain- 
line. The third term presents local entropy fluctuations 
which do not propagate and are the source of the 
unshifted central Rayleigh component. The last term 
is due to composition fluctuations which also do not 
propagate and are another source of the Rayleigh 
component. We can write the scattering intensity of 
the Brillouin doublet as 

21 B = lo(k4/32~ZR~) (1 + cos20) (Qc~e/0Q)2r,,. 

x (kBT/V)tcs(co~) (23) 

and Rayleigh component as 

IR = lo(k~/32z2R~) (1 + cos 2 0) {(O#e/?O)2r, c ( k B T / V )  

x [0cT(0) - Ks(0))  + (Ks(0) - Ks(co.))]  

+ (Oe/Oc)~,r (k,T)/(O2G/O2c)p,r} (24) 

The ratio of the intensity of the Rayleigh central 
component, IR, to that of the Brillouin doublet, 21B, is 
called the Landau-Placzek ratio which can be written 
as 

RLp = IR/2I ,  (25) 

According to the classical theory of free energy 
expansion [40], the excess free energy of the system can 
be rewritten from Equation 7 as a power series expan- 
sion in powers of(c - c0), the difference in concentra- 
tion from the critical concentration, Co 

G - G O = a, (c - Co) + ( a 2 / Z ) ( T -  Tc)(C - -  c 0 )  2 

+ (a4/12)(c  -- co) 4 + . . .  (26) 

where ai is the coefficient of the free energy expansion, 
and ire is the critical temperature of the multiphase 
system. 

By using Equation 23, the Rayleigh intensity con- 
tributed from the composition fluctuations can be 
expressed as 

1 c = Io (k4 /32~2~)  (1 + cos 20)(Oe/#c)~,r 

x ( k n T ) / [ a 2 ( T -  Ts)] (27) 

where Ts is the so-called spinodal temperature 

T s  = T c - -  ( a 2 / a 4 ) ( c  - -  c0) 2 (28) 

and terms of a higher than second order have been 
ignored. 

Kadanoff et al. [40] have given a general review of 
critical fluctuation phenomena in which they point out 
that the classical theory can only be valid when the 
range of correlations for fluctuations in the critical 
ordering parameter is relatively small. From this they 
show that any attempt to use classical theory must be 
restricted to the temperature range for which 

( T -  Tc)/T~ >> (1/32~ 2) [2k,/3a2(a2/a4)T~A~] 2 (29) 

where AD is the Debye correlation length. 
According to Ornstein and Zernike [41, 42], with the 

temperature close to the critical point, the resultants 
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of density fluctuations or composition fluctuations 
can have an effect on the state of the medium at 
distances that are much greater than the radius of 
molecular interaction under normal conditions. There- 
fore, the Debye correlation length becomes very large. 
Consequently, the scattering intensity never has the 
chance to reach divergence as predicted by Equation 
27. Nevertheless, one can construct the spinodal curve 
of a phase diagram for a multiphase system by cal- 
culating the Landau-Placzek ratio as a function of the 
temperature in doing a super-critical (above the upper 
consolute temperature) study of the Rayleigh-Brillouin 
scattering. From Equations 23 to 25 and 27, the 
Landau-Placzek ratio can be written as a function of 
(T - Ts) [36]: 

RLp =  2rv( %)2/Cp + 2 - -  

+ (~e/0c)Z~,rV/{(00e/0e)2r, c [a2(T - rs)]} 

(30) 

where e is the thermal expansion, Cp is the heat capaci- 
tance at a constant pressure, and v(c%) and v0 are 
sound speed at the Brillouin frequency and zero fre- 
quency, respectively. 

3. Thermodynamically reversible and 
irreversible control of morphology- 
structure frozen-in and structure 
locked-in 

As we have mentioned, the phase separation process, 
either by nucleation and growth or by spinodal decom- 
position, is a diffusion control process. Therefore, to 
be able to control morphology as discussed by Cahn 
[31], the miscibility gap (binodal and spinodal curves) 
must be at or below the glass transition temperature, 
Tg, or liquidus temperature. However, Hsich [43] 
pointed out that in thermosetting or elastomeric 
systems, the morphological structure can be mani- 
pulated via cure kinetics and phase separation pro- 
cesses even though the miscibility gaps of the polymer 
systems are far above the Tg of the uncured polymers. 
During cure, the changes of molecular weight and 
network structure not only cause the miscibility gap to 
shift but also increase Tg of the polymers. For these 
reasons, if cure kinetics and phase separation pro- 
cesses are properly manipulated, the morphology of 
polymers can be controlled. 

There are two different approaches, depending on 
whether the material is cross-linked, in controlling the 
morphology of multiphase systems. For a non-cross- 
linked polymer system, the morphology of a material 
is controlled by a thermodynamically reversible pro- 
cess (s tructure f rozen- in )  during the cooling stage to 
reach its glassy state. In this case, to control the mor- 
phology, one must choose a system in which phase 
separation is slow compared with the time it takes to 
change the temperature of the samples. This type of 
polymer system must have a miscibility gap (phase 
separation temperature) near Tg. The speed of phase 
separation depends on the diffusion coefficient which 
is related to the relaxation time [44] of the glassy 
materials. To control effectively the morphology of 
these polymer systems, one must apply the miscibility 
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gap and the structural relaxation phenomena of the 
polymer systems. Aspects of nonequilibrium thermo- 
dynamics and structural relaxation of the glassy 
state have been discussed by Davies and Jones [45], 
Staverman [46], and Hsich [47-49]. 

To control morphology ofa cross-linkable material, 
such as epoxies or thermoset elastomeric materials, one 
can control the morphology of the material by simul- 
taneously manipulating the kinetic processes of the 
cure reactions and phase separation (thermodynami- 
cally irreversible, s truc ture  locked-in) .  In doing so, the 
cure kinetics of the polymer systems is of vital import- 
ance. Recently, Hsich [50] and Hsich et  al. [51-53] 
developed a kinetic model of cure which is able to 
predict the change of rheological and mechanical pro- 
perties during the entire cure cycle. By incorporating 
the cure model along with the kinetics of phase separa- 
tion, one can control the morphology of these multi- 
phase systems. 

4. Phase diagram and morphology of 
epoxy-CTBN rubber 

Drake and McCarthy [54] found that the incorpora- 
tion of low levels of a liquid carboxyl-terminated buta- 
diene acrylonitrile copolymer (CTBN) to a normally 
brittle epoxy resin significantly improved the crack 
resistance and impact strength without a reduction 
in other thermal and mechanical properties. This 
enhancement in crack resistance and impact strength 
is brought about by the formation during cure of a 
predominately rubbery second phase. The size of the 
particles making up this second phase is usually 
between 0.1 to 5/zm [55]. These modified thermoset 
resins have found wide application in structural film 
adhesives for metal-metal bonding in aircraft, in paste 
adhesives for automotive and industrial application, 
in electronic encapsulation, in epoxy solvent and 
powder coating, and in advanced aircraft and aero- 
space composites. However, in most epoxy applica- 
tions, the final properties are strongly dependent on 
the morphology generated during cure of these 
systems. The morphology is determined by a large 
number of variables, such as the miscibility of the 
epoxy and rubber prior to cure, the cure agent, the 
time and temperature of cure. In some cases, optimum 
toughness is provided with a multi-modal distribution 
of particle sizes. 

Siebert et al. [56] first described the chemistry of 
rubber particle formation in an admixed model involv- 
ing CTBN, a liquid diglycidyl ether of bisphenol A 
(DGEBA) epoxy resin (Epon 828, Shell Chemical 
Co.), and a piperidine catalyst. They proposed that 
the composition of the rubber particles in the dis- 
persed phase critically depended upon the in si tu 
formation of the epoxy-CTBN-epoxy adduct, which 
is then further chain-extended and cross-linked with 
additional epoxy resin. This progression provides a 
chemical bond between the dispersed rubber phase 
and the matrix resin and occurs with piperidine, a 
selective catalyst. Most other cure agents, however, 
favour either the epoxy-epoxy reaction or an epoxy- 
amine reaction, and the carboxyl-epoxy reaction is 
suppressed. Rowe et  al. [57] demonstrated a maximum 



in fracture energy in this system when the bound 
acrylonitrile (AN) content of the CTBN was between 
12% and 18%. They also showed a general decrease in 
average particle size from 3/~m at 12% bound AN to 
0.2/~m at 25% bound AN. 

Manzione et al. [58, 59] studied the morphology of 
an Epon 828/CTBN system and used piperidine as 
curative. They used three different types of CTBN 
rubbers - CTBN(X13), CTBN(XS) and CTBN(X15), 
which contain 26, 16 and 10% acrylonitrile, respect- 
ively. They used 10p.h.r. CTBN rubber and 5p.h.r. 
piperidine in the formulations, and cured the samples 
at three different temperatures (90, 120 and 150 ~ C). 
They found all samples were phase separated except 
the Epon 828/CTBN (X13) compound which was 
cured at 150 ~ C. This finding is of interest, although 
the miscibility and the phase diagrams of Epon 
828/CTBN systems with or without cure agents were 
not investigated in their study. 

A selective cure agent may enhance the carboxyl- 
epoxy reaction and increase the interface mixing 
between the epoxy and the CTBN as discussed by 
Siebert and Riew [56]; however, we believe that good 
mechanical properties can also be achieved by con- 
trolling the interface mixing between the epoxy and 
the rubber phase through a spinodal decomposition 
mechanism. As mentioned before, in the initial stage 
of spinodal decomposition, a gradual mixing interface 
develops instead of a sharp interface boundary. We 
believe we can control the sizes of the rubber particles 
by properly manipulating the kinetic processes of 
phase separation. Therefore, we are more concerned 
with the mechanism of phase separation (spinodal 
versus nucleation and growth) than with specific 
types of chemical reactions promoted by selective cure 
agents. Our approach to the development of morphol- 
ogy of epoxy-CTBN systems is therefore different 
from the previous studies [55-59]. We will begin by 
constructing miscibility gaps (binodal and spinodal 
curves) of uncured epoxy-CTBN systems. Then we 
will study the effects of cure agents on the miscibility 
gaps of these systems. Finally, the morphology of 
these systems will be manipulated through the kinetic 
processes of the cure reactions and subsequent phase 
separation. This report is mainly concerned with the 
miscibility and phase diagrams of epoxy-CTBN sys- 
tems. A later report will deal with correlating the 
morphology and mechanical properties of the systems. 

4.1, Experimental details 
4. 1.1. Sample preparation 
The epoxy resin used in this study is a low tool- 

TAB LE I Physical properties of CTBN 

ecular weight liquid diglycidyl ether of bisphenol-A 
(DGEBA), Epon 828, (Shell Chemical Co). The 
rubber modifiers employed are low molecular weight 
copolymers of butadiene and acrylonitrile having 
carboxy end groups and manufactured under the 
trade name Hycar CTBN (B. F. Goodrich Co.). Three 
different rubber systems of varying acrylonitrile con- 
tent were used in this study. Chemical and physical 
properties and nomenclature of the rubbers are 
presented in Table I. Mixtures of the rubber-modified 
epoxy without curatives were prepared for miscibility 
studies using laser light scattering. The CTBN rubber 
content in the mixtures was varied from 2 to 40 p.h.r. 
(part per hundred of epoxy resin). Samples for light 
scattering were prepared by hand mixing Epon 828 
with CTBN (X8) at 80~ under a dry nitrogen 
environment and then degasing. 

Samples for mechanical spectra (MS) and scanning 
electron microscope (SEM) measurements were pre- 
pared from degased mixtures of Epon 828/CTBN 
(XS) or Epon 828/CTBN (X13) containing curative. 
Curatives used were Versamid 140 (polyamide, Henkel 
Co.) or Jeffamine D230 (difunctional polyoxypropyl- 
eneamine, Texaco Chemical Co.); mixing was accom- 
plished at 70 ~ C under a dry nitrogen environment and 
then degassing. Test specimens were prepared by pour- 
ing the degased mixture into a vertical Teflon mould 
and curing at 120~ for 4h under a dry nitrogen 
environment. Mechanical spectra were measured on a 
Rheometric Mechanical Spectrum (RMS). Fractured 
samples with exposed fresh surfaces were used for 
SEM measurements. 

4. 1.2. Rayleigh-Brillouin laser light scattering 
The Rayleigh-Brillouin scattering apparatus includes 
a triple-passed piezoelectrically scanned Fabry-Perot 
interferometer stabilized for both mirror parallelism 
and plate separation by a Burleigh DAS-1 system, a 
single-mode laser, and photo counting equipment. 
The signal was stored in a multichannel analyser (1024 
channels) of the DAS-1 system. A Spectra Physics 
model no. 20-20 argon-ion laser operating in single- 
mode at 488 nm was used. All spectra were recorded at 
90 ~ angle scattering geometry. The free spectral range 
of the interferometer was set at 46.4 GHz and the total 
finesse of the whole spectrometer was 50 during all 
measurements. 

The miscibility gap (or upper consolute temperature) 
of the epoxy/CTBN (X13) system (26% AN content in 
the CTBN) is far below room temperature. The misci- 
bility gap of the epoxy/CTBN (X31) (10% AN con- 
tent in the CTBN) is above 150 ~ C. In order to obtain 

Hycar polymers 

CTBN (1300 x 13) CTBN (1300 x 8) CTBN (1300 x 31) 

Acrylonitrile content (%) 26 
Molecular weight, M, 3200 
Viscosity, cP (27 ~ C) 570000 
Specific gravity 0.96 
Solubility parameter 9.14 
Functionality 1.8 

18 10 
3600 3800 

135000 60000 
0.948 0.924 
8.77 8.45 
1.8 1.9 
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TA B L E I I Landau-placzek ratio of epon/CTBN system 

Temperature (~ C) Landan-Placzek ratio at 

2 p.h.r. 5 p.h.r. 10 p.h.r. 15 p.h.r. 20 p.h.r. 30 p.h.r. 40 p.h.r. 

22 
30 306 
35 908 196 
40 2370 252 148 
45 773 128 108 
50 1552 983 798 616 316 68.4 73.2 
55 946 455 610 498 168 
60 406 473 425 230.5 104 53.3 48 
65 238.7 73.5 
70 84.1 93.3 47.44 24.3 48.6 30.1 33.7 
80 19.8 17.4 29.61 21.4 24.9 25.6 28.4 
90 1 1.4 15 20.74 15.3 20.7 23.4 24.8 

100 8.1 13,5 17.03 14.4 15.9 18.6 18.3 

a system that could be conveniently studied near 
room temperature, epoxy/CTBN (X8) (16% AN con- 
tent in the CTBN) was selected. The Rayleigh- 
Brillouin scattering data of Landau-Placzek ratio and 
Brillouin frequency Shift for Epon 828/CTBN (X8) at 
various CTBN rubber contents and temperatures are 
listed in Tables II and III, respectively. 

4.2. Results and discussion 
4.2. 1. Phase diagram of rubber-modified 

epoxy 
Typical Rayleigh-Brillouin scattering spectra for an 
epoxy/CTBN sample at different temperatures are 
shown in Fig. 3. At the high-temperature region 
(Fig. 3a), there are two symmetrical Brillouin peaks 
located at frequencies (v0 + vB) and (v0 - vB). v0 is 
the frequency of incident light, and VB(~OB = 2rtVB) is 
the longitudinal hypersonic wave of the sample. The 
Rayleigh peak is located at frequency v0. The longi- 
tudinal velocity, VL, and modulus, Mc, of the hyper- 
sonic wave of the sample can be calculated from the 
following formulae 

VL = 2oVB/[2n sin (0/2)] (31) 

ML ~ ~oV~ (32) 

where Zo is the wavelength of the incident light wave, 
0 is the scattering angle, n (~  1.57) and ~ (~  1.18) are 
the refractiv.e index and density of the sample, respect- 
ively. Fig. 3a shows that the sample is in a homoge- 

neous single phase, because a distinct and symmetrical 
Brillouin doublet appears in the scattering spectrum. 

As temperature is decreased, an asymmetric Brillouin 
doublet forms as shown in Fig. 3b. This spectrum 
shows that the Stokes Brillouin line, at (v0 - vB), 
has greater scattering intensity than the anti-Stokes 
Brillouin line, at (v 0 + vB). This spectrum indicates 
that the sample is near or on the binodal curve (phase- 
separation temperature). This experiment enabled us 
to identify the phase-separation temperature, even 
though the sample is still optically transparent by 
visual observation. The particle sizes or the domains 
of the sample are believed to be smaller than the 
incident light wavelengths. This finding is of inter- 
est and importance, because it demonstrates that 
Rayleigh-Brillouin scattering (RBS) is a sensitive 
method for studying the miscibility and phase diagrams 
of multiphase systems. In the RBS experiment, we 
defined the binodal point for each composition as the 
temperature where the difference of scattering inten- 
sity between Stokes Brillouin and anti-Stokes Brillouin 
component is about 20% (Fig. 3b). Figs 3c and d 
show the Brillouin spectra of fully phase-separated 
samples. 

More than three decades ago, Debye [60, 61] and 
Debye Bueche [62] predicted that the angular asym- 
metry of the strong scattered intensity in the forward 
direction can be observed in the vicinity of the critical 
point of liquid mixtures, or in inhomogeneous systems 
when the particle sizes (or domain structures) are 

T A B  L E I 11 Brillouin frequency shift of Epon/CTBN system 

Temperature (o C) Brillouin frequency shift (GH~)at 

2 p.h.r. 5 p.h.r. 10 p.h.r 15 p.h.r 20 p.h.r 30 p.h.r. 40 p.h.r. 

22 
30 
35 
40 
45 
50 
55 
60 
65 
70 
80 
90 

100 

9.91 

8.95 8.94 8.86 8.92 
8.92 8.86 8.79 8.71 
8.71 8.59 8.42 8.39 

8.19 
8.26 8.09 8.13 8.18 
7.69 7.69 7.65 7.61 
7.55 7.18 7.17 7.12 
6.92 6.96 6.73 6.96 

9.42 
9.18 
9.1 
8.65 
8.55 

10.03 10.09 
9.6 9.65 
9.44 9.34 
9.29 9.28 

8.78 8.8 

8.51 8.27 

8.04 8.02 7.81 
7.64 7.63 7.56 
7.09 7.24 7.03 
6.79 6.69 6.68 
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Figure 3 Rayleigh-Brillouin spectra of epoxy 828/CTBN (X8) system with 30p.h.r. at (a) 100~ (b) 35~ (c) 22~ (d) 50~ 

larger than one-tenth of the incident light wavelength 
(~  0.120). Later Debye et al. [63] indeed found that a 
sharp increase in asymmetric scattering intensity due 
to incipient precipitation at the phase-separation tem- 
perature, Tp, which is about I~ higher than the 
critical temperature (consolute temperature), To, in 
polystyrene/cyclohexane system. Our findings in 
the Rayleigh-Brillouin spectra are consistent with 
the prediction of the Debye theory, i.e. at the 
phase-separation temperature, the phenomenon of 
asymmetric scattering occurs. The advantage of 
Rayteigh-Brillouin scattering over ordinary Rayleigh 
scattering is that the Brillouin component is not sensi- 
tive to the impurities or inclusions of the sample (the 
Rayleigh component is). 

The scattering spectra in Figs 3c and d were taken 
at the temperatures below the phase-separation tem- 
perature. At this temperature, the sample is fully 
phase separated and becomes opaque. The asymmetry 
of the two Brillouin components becomes very pro- 

nounced. Therefore, the binodal curves of the multi- 
component polymer systems can be constructed by the 
Rayleigh-Brillouin scattering experiments, the point 
in the binodal curve, as shown in Fig. 4, is at the 
temperature where it starts to show an asymmetry of 
the Brillouin doublet (Fig. 3b) in each concentration 
of the mixtures. 

Using Rayleigh-Brillouin scattering spectra to con- 
struct a spinodal curve has been discussed by Hsich 
et al. [36] and been mentioned above. As shown in 
Equation 30, one can easily calculate the first two 
terms and subtract them from the experimentally 
determined Landau-Placzek ratio, RLv. Then the 
remaining RLv is expressed as the third term in 
Equation 30 which represents the contribution from 
the concentration fluctuations. As the temperature 
approaches the spinodal decomposition, Ts, the third 
(remaining) term, RLv(c), of the Landau-Placzek 
ratio drastically increases in accordance with the 
characteristics of ( T -  Ts) -I. Therefore, from a 
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Figure 4 Phase diagram of epoxy/CTBN. ( 0 )  Binodal (RBS), ( ~ )  
spinodal (RBS) (11) spinodal (C-H model). 

super-critical study of Rayleigh-Brillouin spectra 
at various temperatures, one can obtain Ts of the 
spinodal curve by extrapolating to zero value of 
I/RLp(C ) in a plot of 1/RLp(c ) against T. 

One should keep in mind that to do an accurate 
calculation of T s, one needs the physical properties in 
the first two terms of Equation 30 to calculate RLp 
from the contribution of the density fluctuations. One 
also needs to purify the samples to eliminate the 
contributions from impurities or inclusions in the 
Rayleigh component. However, from a practical appli- 
cation point of view, one can roughly estimate the 
spinodal curve of these polymer systems without puri- 
fying the samples or measuring all of the properties for 
the RLp calculations. To do this, Equation 30 can be 
simplified to 

RLp = A T  + [M(e)B) -- Mol/Mo 

+ BM(o~p/(T-  Ts) (33) 

where A and B are assumed to be constants, and 
M(c%) and M 0 are the longitudinal moduli at the 
Brillouin frequency and zero frequency, respectively. 
The second term in Equation 33 is easily calculated. In 
nonrelaxational liquids, it equals zero, because the 
modulus is frequency independent. One can assume 
that Mo = a - b T  [64], where a and b are con- 
stants. From the shift of the Brillouin frequency and 
Equations 31 and 32, the second term in Equation 33 
can be calculated. After calculation of the second 
term, one can use the least squares fit to obtain the 
parameters of A, B, and Ts in Equation 33. 

The spinodal curve of Epon 828/CTBN 0(8) system 
was constructed using this method and is shown in 
Fig. 4. The temperature range utilized for each com- 
position was 100~ to the phase-separation tem- 
perature (the binodal curve). In this temperature 
range, the dispersion of the acoustic velocity of the 
epoxy system is very small, except during the cure 
stage. The experimental data are listed in Table II. 
Cook and Hilliard [65] developed a semi-empirical 
equation for calculating the spinodal curve by using 
the binodal curve. The Cook-Hilliard model is written 
as 

Cs - Co ~ (C~ - Cc)[1 - 0.422(T/Tc)] (34) 

where Co, Cs and Cc are the concentration at equi- 
librium, spinodal and critical composition, respectively. 

The results of the calculations from Equation 34 of the 
Cook-Hilliard model are also plotted in Fig. 4. There 
is a good agreement between the Cook-Hilliard model 
and the current model of RBS. 

4.2.2. Morphology and mechanical spectra of 
rubber-modified epoxy 

As discussed above, there are two different methods 
for controlling morphology of multiphase systems, 
depending on whether cure reactions occur during 
material processing. In the absence of cure, the mor- 
phology can be controlled by a temperature-jump (or 
vaporizing the solvent) from an equilibrium and 
single-phase state (stable region) into a metastable, 
an unstable, or even another stable region. Then 
the formation of morphological structure will occur 
according to the mechanisms of phase separation as 
discussed above. When cure reactions predominate, 
the control of morphology requires the programming 
of cure conditions in which the system begins with a 
homogeneous single phase before cure reactions begin. 
The morphology of the system can be controlled in a 
homogeneously single-phase or in a heterogeneously 
separated phase by locking-in the morphological 
structure via cross-linking reactions during various 
stages of phase separation. Once cure reactions start, 
the molecular weight of the polymer system increases, 
the immiscibility zone is expanded and phase separa- 
tion can occur. By properly manipulating the kinetics 
of cure and phase separation, desirable material pro- 
perties can be obtained. 

As mentioned earlier, the upper critical temperature 
is about 65 ~ C for Epon/CTBN (X8), and is far below 
room temperature for Epon/CTBN (X13). How- 
ever, during cure, the critical temperature (or phase- 
separation temperature) of these two systems will 
increase. Phase separatio n can occur even for samples 
that are cured at a temperature higher than the critical 
temperature. In this study, our purpose is to demon- 
strate the concept of controlling morphology via 
kinetics of phase separation and chemorheology 
regardless of curative type. The concept of locked-in 
morphology control is to manipulate the kinetics of 
phase separation by use of chemorheology during cure 
reactions. Two curatives were selected in this study. 
Versamid has a high viscosity and short gel time. This 
curative is believed to provide chemorheological 
behaviour which will reduce the kinetic ratio of phase 
separation by allowing morphology lock-in at the 
initial stage of phase separation. On the other hand, 
Jeffamine D230 promotes a rapid kinetic rate of phase 
separation. 

Figs 5 to 7 illustrate the mechanical spectra of 
Epon/CTBN (X8). The data were measured from 
- 80 to 120 ~ C at a frequency of 10 tad sec -1 and 0.3% 
strain. Fig. 5 represents a sample of Epon/CTBN 
(X8)/Jeffamine D230 having a weight ratio 100:40 : 32, 
respectively. Figs 6 and 7 describe Epon/CTBN (X8)/ 
Versamid samples having weight ratios 100 : 40 : 50 
and 100 : 10 : 50, respectively. These samples were 
cured at 120~ for 4h. The glass-transition tem- 
peratures for both the rubber-rich and epoxy-rich 
phases, and dynamic mechanical properties at room 
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Figure 8 Scanning electron micrographs of (a) Epon/CTBN (X8)/.leffamine ( 100 : 40 : 32), (b) Epon/CTBN (X8)/Versamid ( 100 : 40 : 50). 

temperature (22 ~ C) are listed in Table IV. As shown 
in Fig. 5 and Table IV, the glass transition tem- 
perature, Tg (which is defined as the temperature at the 
peak value of tan 5), of the rubber-rich phase is 
- 5 1 ~  (RTg = -51~ and the Tg of the epoxy- 
rich phase is 81~ (ETg = 81 ~ C). In this sample, the 
damping peak (tan fi) of the rubber phase is very 
pronounced and ETg was not affected by the content 
of CTBN rubber. These results show that there was 
extensive phase separation in this sample. As shown in 
Table IV, the tan 5 value for this sample is small and 
is close to the value obtained with zero CTBN rubber 
content epoxy. In fact, while the storage shear 
modulus for neat (no CTBN content) epoxy is some- 
what higher than the sample described above, the 
corresponding value of Tg is identical (ETg = 81 ~ C). 

The data for the Versamid-cured samples are shown 
in Figs 6 and 7 and are also listed in Table IV. Cure 
conditions used for these samples were the same as 
those used for the sample cured with Jeffamine. Both 
samples have an identical R ~  ( -  51 ~ C), but different 
values of ETg which is lower than that of neat epoxy. 
For neat epoxies, tan 5 is small and almost identical 
for both curatives. However, when there is an inter- 
mixing between the rubber phase and epoxy phase, 
tan 5 increases and E ~  decreases as shown in the 
Versamid-cured samples represented in Figs 6 and 7. 
If full phase separation occurs, as shown in the 
Jeffamine-cured sample (Fig. 5), then both values of 

tan 6 and ETg will be similar to that of zero rubber- 
filled epoxy. 

Figs 8 and 9 are micrographs obtained by scanning 
electron microscopy (SEM) x 10000. Two different 
CTBN rubbers were used in the samples (Fig. 8 repre- 
sents CTBN (X8), and Fig. 9 represents CTBN 
(X13)). All samples contained 40p.h.r. rubber. The 
samples in Figs 8a and 9a were cured with Jeffamine 
while those in Figs 8b and 9b were cured with 
Versamid. RTg, ETg, and dynamic mechanical pro- 
perties at room temperature (22~ are listed in 
Table IV. As shown in Figs 8a and 9a, the size of the 
rubber particles varies with the particular CTBN 
chosen. For CTBN (X8) particle size is 2/xm but for 
CTBN (XI3) particle size is only 0.5/~m. Both samples 
are optically opaque. The morphology clearly shows a 
droplet structure with a sharp boundary interface 
between the rubber and epoxy phases. This result 
indicates that the mechanism of phase separation for 
developing these morphological structures is due to 
nucleation and growth. The reason for this is that, 
during cure, the molecular weight of the polymer 
system is increased and, consequently, the immiscibil- 
ity gap increases. Eventually, the immiscibility gap of 
the polymer system is raised above the cure tempera- 
ture. This causes the polymer system to change from 
a single-phase equilibrium state to a metastable state 
and, therefore, phase separation is initiated by nuclea- 
tion and growth. Because the immiscibility gap of 

T A B L E  IV Properties of epoxy systems 

Epoxy system R ~  (~ ETg (~ tan 5 G' (109 dyncm 2) 

Epon/Jeffamine none 81 0.024 11.3 
(I00 : 32) 
Epon/CTBN (X 8)/Jeffamine - 5] 81 0.021 5.54 
(100:40:32) 
Epon/CTBN (X 13)/Jeffamine - 3 2  81 0.034 6.11 
(100:40:32) 
Epon/Versamid none 121 0.023 8.29 
(l 00 : 50) 
Epon/CTBN (X 8)/Versamid - 51 111 0.029 7.41 
(100: 10:50) 
Epon/CTBN (X 8)/Versamid - 51 106 0.036 5.36 
(100:40:50) 
Epon/CTBN (X 13)/Versamid - 32 101 0.045 5.02 
(100:40:50) 
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Figure 9 Scanning electron micrographs of (a) Epon/CTBN (X 13)/Jeffamine (100:40:32),  (b) Epon/CTBN (X13)/Versamid (100:40:50).  

Epon/CTBN (XS) is higher than that for Epon/CTBN 
(X13), we would expect that phase separation in 
Epon/CTBN (X8) would occur earlier than that in 
Epon/CTBN (X13) under similar cure conditions. 
Thus, the particle size of the rubber phase in Epon/ 
CTBN (X8) should be larger than that in Epon/CTBN 
(X13). This in fact is shown in Figs 8a and 9a. 

When Versamid was used to replace Jeffamine as 
curative, the morphological structure was drastically 
different as shown in Figs 8b and 9b. The chemo- 
rheological behaviour of Versamid in rubber-modified 
epoxy systems tends to retard the kinetics of phase 
separation. Nevertheless, the immiscibility gap is 
raised during cure, in a manner similar to the Jeffamine 
cured samples. Eventually, the polymer system changes 
from a single-phase equilibrium state to a metastable 
state. Initially phase separation occurs by nucleation 
and growth, but the retarded kinetics results in 
another change from the metastable state to an 
unstable state as molecular weight continues to 
increase during cure. As pointed out earlier, the 
kinetics of phase separation when governed by 
spinodal decomposition are very fast. Phase separa- 
tion occurs continuously and spontaneously. Thus we 
found with the Versamid curative, the morphological 
behaviour of the samples were dominated by spinodal 
decomposition, as shown in Figs 8b and 9b. 

Recalling Equation 19, during the initial stages of 
spinodal decomposition, the particle size of the rubber 
particle is inversely proportional to the square root of 
the difference between the cure temperature, T, and 
spinodal temperature, T~ (i.e. I T -  T~l-~ The 
spinodal curve (Ts) of Epon/CTBN (X8) is higher 
than that of Epon/CTBN (X13), and cure reactions 
will elevate the spinodal curves above the cure tem- 
perature. Once this occurs, the value of l T - Tsl for 
Epon/CTBN (XS) is greater than I T - T~I for Epon/ 
CTBN (X13). Consequently, the particle size of the 
rubber phase in Epon/CTBN (XS) should be smaller 
than that of EpOn/CTBN (X13). This is illustrated in 
Figs 8b and 9b. The particle sizes of rubber shown in 
Figs 8b and 9b are 0.2 and 0.3 #m, respectively. These 
particle sizes are smaller than the wavelength of visible 
light and the samples are nearly transparent. 

5. Conclusions 
We have demonstrated that Rayleigh-Brillouin 
scattering is an effective method for studying the 
miscibility of multiphase systems. This method allows 
us to construct phase diagrams composed of both 
binodal and spinodal curves. We also demonstrated 
that the morphology of polymer alloys can be con- 
trolled by simultaneously manipulating the kinetics of 
phase separation and chemorheology of these alloys. 
We have found that the particle size of the rubber 
reinforcement in epoxies is effected by the mechanisms 
of phase separation. Phase separation by nucleation 
and growth gives large rubber particles than corre- 
sponding phase separation by spinodal decomposition. 
This contrast in the morphology development is the 
consequence of controlling phase separation through 
the chemorheological behaviour. Such control over 
morphology is the key to the ultimate control of 
mechanical properties. 
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